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Summary. Tradeoff studies involving human subjective calibration and data up-
dating are often distrusted by decision makers. A review of objectivity and subjec-
tivity in decision making confirms that prospect theory is a good model for actual
human decision making. Relationships between tradeoff studies and the elements of
experiments in judgment and decision making show that tradeoff studies are suscep-
tible to human cognitive biases. Examples of relevant biases are given. Knowledge
of these biases should help give decision makers more confidence in tradeoff studies.

1 Introduction

Tradeoff studies provide a rational method for improving choice among alter-
natives. Tradeoff studies involve a quantitative consideration of all aspects of
the decision, considering all evaluation criteria of the alternatives simultane-
ously. Without tradeoff studies, humans usually consider alternatives serially,
and often fixate on one or a few less-than-optimal criteria.

Tradeoff studies are broadly recognized and mandated as the method for
simultaneously considering many criteria and many alternatives. They are
the primary method for choosing among alternatives given in the Software
Engineering Institute’s Capability Maturity Model Integration [7] Decision
Analysis and Resolution process [9]. However, a 1999 INCOSE (International
Council on Systems Engineering) International Symposium tutorial [12] re-
veals a much different truth:

Over the past few years Bahill has worked with several major aerospace
companies . . . and asked for examples of tradeoff analyses that had
been done there. He has not yet found one.

Given that multicriterion decision analysis techniques (such as tradeoff
studies) are mandated for rational decision making, why do so few decision
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makers use them? Perhaps, because (1) they seem complicated, (2) different
techniques have given different preferred alternatives, (3) different life expe-
riences produce different preferred alternatives, and (4) people do not think
that way. The goal of this chapter is to inform the reader about common
and ever-present biases that produce some of the just-mentioned variability.
This variability of results hinders proactive use of tradeoff studies in indus-
try, where tradeoff studies are often written only when required, such as in a
project proposal presentation.

This chapter is organized as follows. It starts with a description of trade-
off studies, and then it describes a dozen biases that affect human decision
making. (In this chapter, for simplicity, we group together cognitive illusions,
biases in the canonical definition, and the use of heuristics and call them
collectively biases.) The objectivity and subjectivity section of this chapter
discusses rational decision making and presents some descriptive models for
how humans actually make decisions. The next section presents a dozen biases
that especially affect tradeoff studies. Finally, the discussion section suggests
how humans can make better decisions if they understand cognitive biases.

2 Components of a Tradeoff Study

Problem statement. Problem stating is often more important than problem
solving. The problem statement describes the scope of the problem and the
key decisions that must be made.
Evaluation criteria are derived from high-priority tradeoff requirements. Each
alternative will be given a value that indicates the degree to which it satisfies
each criterion. This should help distinguish between alternatives.
Weights of importance. The decision maker should assign weights to the cri-
teria so that the more important ones will have more effect on the outcome.
Alternative solutions must be proposed and evaluated. Investigation of a broad
range of alternatives increases the probability of success of a project and also
helps to get the requirements right.
Evaluation data can come from approximations, product literature, analy-
sis, models, simulations, experiments, and prototypes. Evaluation data are
measured in natural units, and indicate the degree to which each alternative
satisfies each criterion.
Scoring functions (utility curves) transform the criteria evaluation data into
normalized scores. The shapes of scoring functions should ideally be deter-
mined objectively, but usually subjective expert opinion is involved in their
preparation. A scoring function package should be created by a team of engi-
neers and re-evaluated with the customer with each use [8,51].
Scores. The numerically normalized 0 to 1 scores obtained from the criteria
scoring functions are easy to work with. Assuming that the weights of impor-
tance are also normalized, combining these scores leads to a rankable set of
scores for the alternatives that preserves the normalized 0 to 1 range.
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Combining functions. The weights and scores must be combined in order to
select the preferred alternatives [8]. The most common combining functions
are:

Sum Combining Function = x + y

Product Combining Function = x× y

Sum Minus Product Combining Function = x + y − x× y

Compromise Combining Function = [xp + yp]1/p .

One must be careful to choose a combining function appropriate to the situ-
ation.
Preferred alternatives should arise from the impartial parallel consideration
of the scores for the evaluation criteria. The alternative ratings will allow a
ranking of alternatives. Care must be taken, however, to eliminate human ten-
dencies that draw the study to a result that is merely subjectively preferred.
Sensitivity analysis identifies the most important parameters in a tradeoff
study. In a sensitivity analysis, you change a parameter or an input value and
measure changes in outputs or performance indices. A sensitivity analysis of
the tradeoff study is imperative.
The tradeoff study components. Evaluation criteria are derived from a problem
statement and possible alternatives are selected. Evaluation data for each
evaluation Criterion are normalized with a scoring function, and combined
according to the weights of importance and combining functions, yielding a
rating for each alternative. A sensitivity analysis is conducted to determine
robustness, and a list of preferred alternatives is written. The relationships of
these components are shown in Figure 1.

Fig. 1. Components of a tradeoff study.
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The Pinewood Derby Tradeoff Study is a real-world tradeoff study that
also serves as a reference. It has been implemented in Excel with a complete
sensitivity analysis, and is available at [34].

3 Inevitable Illusions and Biases

When examining human decision making, the presence of cognitive biases and
irrationalities can never be ruled out. (Note: In this chapter, we use the term
rational as it is used in the field of decision analysis: meaning agents or decision
methods that are guided by the aim of maximizing expected value. Our use of
the term irrational is therefore technical and does not reflect on any person’s
ability to reason, or sanity.) The universality of biases in human decision
making is the central tenet of the “heuristics and biases” research program
inaugurated and developed by Kahneman and Tversky, which produced the
now widely accepted prospect theory [27] to explain how people respond to
choices made under risk and uncertainty. Deeply ingrained human biases and
predictable misinterpretations of certain classes of external circumstances,
such as the framing of choices, can compromise the rationality of decisions
and plans. It is important to note that subjects maintain a strong sense that
they are acting rationally while exhibiting these biases. One of us (Piattelli-
Palmarini), in the book Inevitable Illusions, introduces the subject this way:

The current term for these biases is “cognitive” illusions, to indicate
that they exist quite apart from any subjective, emotional illusion and
from any other such habitual, classical, irrational distortion by a par-
ticular subject. The pages that follow provide ample documentation,
and contain suggestions as to how we may take urgent and sensible
precautions against these illusions.

It never ceases to surprise me that, more or less 20 years after these
illusions were first discovered, and after dozens of books and hundreds
of articles have been printed on the subject of cognitive illusions, al-
most no one except for a select circle of specialists seems to have taken
this discovery seriously.

In simple and basic fashion, this book proposes to set out the recent
scientific discovery of an unconscious . . . that always and unbeknownst
to us involves the cognitive; that is, the world of reason, of judgment,
of the choices to be made among different opportunities, of the differ-
ence between what we consider probable and what we consider unlikely
[32].

It is therefore proposed that tradeoff studies be re-examined with the goal
of finding subtle biases and cognitive illusions. Below is a summary of common
biases and irrationalities that may intervene, unbeknownst to the decider, in
what is presumed to be rational decision making.
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Because of cognitive illusions, biases, fallacies, and the use of heuristics,
humans often make mistakes in doing tradeoff studies. Smith [43] discusses
seven dozen biases from the psychology, decision-making, and experimental
economics literature that can induce such mistakes. Many of these are also
mentioned in [3,32,40] and in popular Web sites such as [29]. A matrix of
relations between cognitive biases and tradeoff study elements is available at
[34].

3.1 Judgment and Decision Making

The rich scientific literature on judgment and decision making details many
cognitive biases, irrationalities, and inconsistencies in the way humans make
judgments and decisions. In light of this, it may be cost effective to train
decision-making personnel specifically in ways that reduce intangible cognitive
biases. Training brings standardization and broadens decision-making abili-
ties, breaking the situation where, “We are prisoners of our own experience.”

Ambiguity Aversion, Comparative Ignorance, and Severity Amplifiers

The probability of someone accepting a bet can be lowered by the presence of
nonrelevant ambiguous material, as in the Ellsberg paradox [16,17]. The deci-
sion to play a gamble can be influenced by the perceived intelligence of coun-
terparts, even while the probability of winning remains the same [18,19]. Lack
of control, lack of choice, lack of trust, lack of warning, lack of understanding,
framing by man, newness, dreadfulness, personalization, and immediacy all
amplify perceived severity [1,2].

Confirmation Bias

Humans will often try out several means to prove that their current favorite
hypothesis is correct, until all efforts fail, and only then will they seriously
consider the next hypothesis [50]. Shweder [42] showed a correlation between
initially recorded data, and memories of subsequent data. The history of sci-
ence offers many examples of this obstinacy, an example of which is the ob-
durate and exaggerated application of circular motion to the planetary orbits
before Kepler introduced ellipses in 1609 in his Astronomia Nova. Symmet-
rically, a disconfirmation bias occurs when people exaggerate the severity of
their critical scrutiny of information that contradicts their prior beliefs.

Individual Versus Group Decision Making

Individuals may be biased, but so may groups. Which is more biased? A
prevalent thesis, backed by good data but by no means universally supported,
is that groups are less easily biased than the individuals that compose them.
However, there is no clear or general pattern. Complicated social models such
as Davis’s social decision scheme [10] give good, albeit complicated answers.
In short, cognitive problems in decision making cannot always be solved by
requiring group decision making.
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3.2 Framing and Prospect Theory

This section and the next deal with objectively incorrect human subjective
evaluations of value and probability, which are so ingrained in cognitive eval-
uation that experts employing their full attention find it difficult to recognize
cognitive evaluations among objective evaluations. The effects of cognitive
evaluations are thus subtle and difficult, in current untutored practice, to
separate from objective assessment.

Framing—in a popular sense—is the act of “placing a picture frame”
within the full reality of the decision situation, for the purpose of reducing
processing effort, increasing mental assimilation and simplifying the decision.
Anchoring is a psychological term that refers to focusing on the reference point
when making decisions. For example, a shopper looking for a dog may anchor
on the fact that a puppy is a Labrador Retriever, and ignore temperament,
health, and price. Anchoring and then insufficient adjustment occurs when a
decision maker chooses an anchor and adjusts his or her judgments myopically
with respect to it. For example, a person may anchor on the first new com-
puter she sees, and adjust insufficiently to consider fully the characteristics of
other computers seen later.

Availability and Typicality

People employ a mental availability heuristic when they evaluate the likeli-
hood or frequency of an event based on how quickly instances or associations
come to their own mind. For example, people who have friends that smoke
usually overestimate the smoking population. Typicality occurs when items
with greater family resemblance to a category are judged more prevalent.
Tversky and Kahneman [47] give this example of typicality.

Subjects were told: imagine an individual X, who was extracted at random
from a large population. Estimate the following probability.

• Group 1: That X has suffered already at least one heart attack
• Group 2: That X is over 50 years old and has suffered already at least one

heart attack

Subjects who were shown the Group 2 statement gave, on average, higher
estimates than subjects who were shown the Group 1 statement.

Loss Aversion

Figure 2 shows that people more strongly prefer to avoid losses than acquire
gains. Would you rather get a 5% discount, or avoid a 5% surcharge? Most
people would rather avoid the surcharge. The same change in price framed
differently has a significant effect on consumer behavior. Economists consider
this to be irrational. It is important in the fields of marketing and finance.

A delay–speedup asymmetry occurs when people will pay more to get rid
of a delay than they would to speed up the schedule by the same amount
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Fig. 2. Subjective worth versus numeric value according to prospect theory.

of time. The explanation for the asymmetry comes from the subjective value
function of prospect theory shown in Figure 2. The delay–speedup asymme-
try obviously has applications towards schedule and risk requirements, which
often refer to money available either for ameliorating a delay or paying for a
schedule speedup.

Loss/Gain Discounting Disparity

Losses are discounted less (and forgotten later) than gains, making humans
susceptible to the “sunk costs effect,” or a tendency to hold on to manifestly
losing investments. This effect explains long-held grudges, and even mental ill-
ness stemming from an inability to forget past traumas. Perhaps remembering
losses more than gains is a good way to focus on learning from mistakes, but
the practice is not part of an objective probabilistic stance inline with rational
decision making. For example, project managers should not over-emphasize
aspects of a project related to a previous project failure.

Figure 2 also shows the reference point, which is important as demon-
strated in this example from Hammond et al. [25]. Would you accept a 50–50
chance of either losing $300 or winning $500? Many people would refuse this
bet. Now let us change the reference point. Assume you have $3000 in your
checking account and you are asked, “Would you prefer to keep your checking
account balance of $3000 or accept a fifty-fifty chance of having either $2700
or $3500?” Most people would take this bet.

3.3 Subjective Probability and Illusions

To the consternation of believers in human probability judgments, one can
take practically any of the axioms of probability, including the one that says
0 ≤ p ≤ 1, and design an experiment that shows that peoples’ spontaneous
intuitions violate it.

There is always an appeal to “simple” explanations for probabilis-
tic and other illusions. The data can allegedly be explained in terms
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of absent-mindedness, linguistic ambiguity, skewed implicit presup-
positions, lack of memory, lack of attention, lack of motivation, etc.
However, the best papers in [cognitive psychology] show that this is
not the case. [33]

The following examples show subjective violations of the axioms of probability.

Frequency Illusions

Clausen and Frey [6],and Gigerenzer and Selten [20,21] proposed that humans
are better calibrated when using frequency of occurrence of events, instead of
probabilities. For the same reason professionally chosen stock portfolios may
do no better than those composed of stocks picked at random.

Conjunction Fallacy

The probability of two independent events happening simultaneously will al-
ways be less than the probability of either event happening alone: (P (a) ×
P (b) ≤ P (a) and P (a)× P (b) ≤ P (b)).

However, most people are influenced by the “typicality” or “ease of repre-
sentation” of some conjoined circumstances, and so wrongly judge that spe-
cific conditions are more probable than general ones. Consider this example
by Tversky and Kahneman [47]:

Linda is 31 years old, single, outspoken and very bright. She majored
in philosophy. As a student, she was deeply concerned with issues of
discrimination and social justice, and also participated in anti-nuclear
demonstrations. Which is more likely? (1) Linda is a bank teller, or,
(2) Linda is a bank teller and is active in the feminist movement.

85% of those asked chose option 2.

The Sure-Thing Principle

If you are going to perform an action regardless of the appearance of an
unrelated outcome, then you should not wait to see the unrelated outcome
[38]. A response pattern violating the sure-thing principle would look like this:

• I will do A, if I know that S the case.
• I will do A, if I know that S is not the case.
• However, because I do not know the state of S yet, I will wait to do A.

An example is choosing a project whether or not a certain employee comes
on board [49]. Humans seem to avoid complex disjunctive choices, and opt
for decisions that hypothetically will assure less undesirable outcomes. This
occurs even when they are told that the outcome, not yet known to them,
has already been irrevocably determined. Consequently, most people seem to
prefer to settle for “sure” key attributes before advancing into an analysis of
other important, but conflicting, attributes.
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Extensionality Fallacies

Extensionally equivalent true descriptions of an event should all map onto the
same numerical probability. But they do not. Two groups of subjects were
shown the following insurance policies.

• Group A. How attractive do you find an insurance that covers hospitaliza-
tions due to any cause whatsoever?

• Group B. How attractive do you find an insurance that covers hospitaliza-
tions due to diseases or accidents of any sort?

On the average, subjects of Group B found their insurance more attractive
than did subjects of Group A [26]. One can imagine that a specialized weapon
system adapted against two or three specifically ominous threats could be
preferred to a more general-purpose system with more capabilities.

Certainty Effect

People prefer reducing chances of something bad happening from something
to nothing, more than reducing chances of something bad happening by the
same amount but not to zero. Plous [35] cites economist Richard Zeckhauser:
“Zeckhauser observed that most people would pay more to remove the only
bullet from a gun in Russian roulette than they would to remove one of four
bullets.” Notice that the reduction in their probability of being shot is the
same in both cases.

3.4 Objectivity and Subjectivity; Prospect Theory

The definitions of value versus utility, and the objective versus the subjective,
must first be settled in order to gain a clear understanding of decision theory
as it applies to human decision making. Edwards [14] created Figure 3, which
differentiates the four variations of the expected value model.

In the upper left is the rational, normative, prescriptive, mathematical
theory of expected values, where objective probabilities and isomorphic val-
ues of rewards are considered. Isomorphic here means preserving an identical
value—determined by a normative rational theory—despite the opinion of any
individual. The lower right quadrant represents the subjective, behavioral, “bi-
ological,” descriptive theory of subjective expected utility, where subjective
probabilities and nonisomorphic utilities are considered. This terminology is
clarified in Figure 4, in which cross-hatching indicates the areas of subjective
utility and probability.

It is seen that there are two models (or views, or theories) of human
behavior: the normative and the behaviorally descriptive. The normative, or
prescriptive, model arises from the view that humans should make decisions
according to rational calculations, for example, when the sum of objective
probabilities multiplied by corresponding objective values gives the overall
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Fig. 3. Four variations on the expected value model, from Edward [14].

Fig. 4. Objective and subjective value and probability models.

expected value of a choice. On the other hand, descriptive models of human
decision making seek, rather, to describe and explain human behavior as it is.

The most accepted descriptive theory is prospect theory [27,48], which ex-
plains the nature of the subjective human decision-making process in terms of
the heuristics and biases employed in assessing information, and the common
deviations from rational decision making that result.

Framing and Subjective Utility

Prospect theory breaks subjective decision making into a preliminary screen-
ing stage, and a secondary evaluating stage. The effect of these two stages is
that values are considered not in an absolute sense (from zero), but subjec-
tively from a reference point established by the subject’s perspective on the
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situation, based on his self-estimated wealth and his evaluation of the best
and worst outcomes before the choice is made. Within prospect theory, the
establishment of a subjective reference point is formally called framing. This
reference point can be predictably altered by presenting a same choice situ-
ation under different, although equally truthful, descriptions. The key graph
that shows how objective values translate into subjective worth is shown in
Figure 2. Note the significant disparity in magnitude with which gains and
losses are subjectively valued; losses can have absolute magnitudes of about
2.25 to 2.5 times that of gains, depending on the human subject.

Fig. 5. The probability weighting function of cumulative prospect theory [36,48].

The probability weighting function of Figure 5 shows the subjective prob-
ability weight (how much the stated probability weighs in real-life decision
making) as a function of the real probability. The diagonal represents the nor-
mative ideal case of a perfectly calibrated, perfectly rational decision maker.
In several mathematical models the two curves cross at 1/e ≈ 0.37.

Subjective Probability

Prospect theory describes the subjective evaluation of probabilities accord-
ing to the experimentally obtained graph in Figure 5. People overestimate
events with low probabilities, such as being killed by a terrorist or in an air-
plane crash, and underestimate high probability events, such as adults dying
of cardiovascular disease. The existence of state lotteries depends upon such
overestimation of small probabilities. An effective method of forcing the visu-
alization of how small the probability of winning any such large-stakes lottery
consists of computing how many lotteries one should be playing until the
chance of winning at least one approaches 50%. The typical figure is one new
lottery every minute for thousands of years. At the right side of Figure 5, the
probability of a brand new car starting every time is very close to 1.0. But
many people put jumper cables in the trunk and buy memberships in AAA.

Now, with some understanding of the key differences between objective
and subjective decision making, we apply Edwards’ schema to the field of
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decision making to give Figure 6 (note that prospect theory is not the only
mathematical treatment of real-life decision making, but it is the most widely
accepted as theoretically sound).
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Fig. 6. Rational behavior versus human decision making.

When objective and accurate numerical values are available, tradeoff stud-
ies give an exact ranking of alternatives through numerical calculation. In the
presence of subjective utilities, when a person expresses judgments or pref-
erences, the best description for human decision making is prospect theory.
Humans are far from ideal decision makers because of cognitive illusions and
biases, and the use of heuristics. Using tradeoff studies judiciously can help
people make rational decisions. We want to help move human decision mak-
ing from the normal human decision-making lower-right quadrant to the ideal
decision-making upper-left quadrant in Figure 6.

4 Biases That Inhibit Acceptance of Tradeoff Studies

Many aspects of tradeoff studies “turn off” human decision makers. Evidence
for this is in the small number of tradeoff studies reported in the literature.
This is a 1999 INCOSE International Symposium tutorial description [12]:

When an engineer performs a tradeoff analysis and submits the re-
sults to his or her boss, the boss often says, “No, that is not the right
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answer.” In response to this, the engineer might change weights, val-
ues, scoring functions or tradeoff functions. Part of the reason that
engineers do not do tradeoff studies may be that they have seen ap-
plications where similar analyses using similar techniques have given
different preferred alternatives. Tradeoff analyses fall into the field of
decision making under risk or uncertainty, often called utility theory
or multicriterion decision making.

Perhaps the thought of having to delve into a combination of subjective utility
theory and multicriterion decision making discourages human decision makers
from performing tradeoff studies.

Overconfidence in Subjective Choice: Often Wrong, but Rarely in Doubt

Griffin and Tversky [24] have this to say about the weighing of evidence and
the determinants of confidence:

One of the major findings that has emerged [from cognitive science]
is that people are often more confident in their judgments than is
warranted by the facts. Overconfidence is not limited to lay judgment
or laboratory experiments. The well-publicized observation that more
than two-thirds of small businesses fail within 4 years suggests that
many entrepreneurs overestimate their probability of success.

Overall, people are too confident in their subjective opinion of the overall
(presupposed) final result of a tradeoff study, even before they begin any
calculations. They may therefore consider it a waste of time to proceed with
the mechanics of a formal tradeoff study. However, there are other reasons for
the uneasiness and reluctance to proceed with, and complete a tradeoff study.
These reasons are described below.

Calibration

Griffin and Tversky [24] provide an answer to the question of uneasiness in
conducting tradeoff studies: “Overconfidence is not universal. Studies of cal-
ibration have found that with very easy items, overconfidence is eliminated,
and under confidence is often observed [28].” Because the process of com-
pleting a tradeoff study involves much calibration, underconfidence can easily
occur, and possibly accumulate.

Consider the following two questionnaires depicted in Table 1, which were
posed to experimental subjects. Half of the subjects got the first questionnaire
and the other half got the second one [39].

The Xs show the average answer. On average, the subjects choose the
answer near the center of the numerical range, regardless of its numerical
value. Obviously, humans cannot be trusted with a problem of calibration,
even when it pertains to their own personal experience. In this case, subjects
seemed eager to calibrate a number in a way that seemed most compatible
with the given range of scale.
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Table 1. Experimental questionnaire [39].

Please estimate the average number of
hours you watch television per week

X
1–4 5–8 9–12 13–16 17–20 More than 20

Please estimate the average number of
hours you watch television per week

X
1–2 3–4 5–6 7–8 9–10 More than 10

Discriminability of Updated Information

Griffin and Tversky [24] reviewed the discrimination of a hypothesis against
its updated hypothesis: “People seem to focus on the strength of evidence for
a given hypothesis [or a favored hypothesis] and neglect how well the same
evidence fits an alternate hypothesis.” Furthermore, Griffin and Tversky note
that “studies of sequential updating have shown that posterior probability
estimates commonly exhibit conservatism or under confidence [15].” Thus, the
sequential updating of information in a Bayesian fashion can be accompanied
by inflexibility and lack of trust in the analyst’s mind.

The lack of trust, in calibration and posterior probabilities, deals a double
blow to progress within tradeoff studies. People would rather hold on to their
false overconfidence in their preliminary subjective opinion of the alternatives.

Law of Small Numbers

The law of small numbers simply stated says, “There are not enough small
numbers to meet the many demands made of them.” For example, the function
%e(n−1)/2& gives the sequence 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, . . . (i.e., the first
ten Fibonacci numbers) for n = 1, . . . , 10, although it subsequently continues
91, 149, . . ., which are not Fibonacci numbers.

In tradeoff studies, this law could influence the estimation of weights of
importance (or other parameters) whenever critical differences in weights are
shrouded by the possibly small number of weight value options used. If aware
of such limitations, a decision maker who considers tradeoff studies to be a
large collection of “small numbers” may not want proceed with any extended
analysis or effort.

In a another situation concerning the law of small numbers, someone
charged with a decision may want to take some small indicator or data sample,
place undue confidence in it, make the decision according to it, and “spare
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himself the trouble of re-confirming the obvious.” Tversky and Kahneman [46]
wrote:

In review, we have seen that the believer in the law of small numbers
practices science as follows:
1. He gambles his research hypotheses on small samples without re-

alizing that the odds against him are unreasonably high. He over-
estimates power.

2. He has undue confidence in early trends (e.g., the number and
identity of significant results). He overestimates significance.

3. In evaluating replications, his or others’, he has unreasonably high
expectations about the replicability of significant results. He un-
derestimates the breadth of confidence intervals.

4. He rarely attributes a deviation of results from expectations to
sampling variability, because he finds a causal “explanation” for
any discrepancy. Thus, he has little opportunity to recognize sam-
pling variation in action. His belief in the law of small numbers,
therefore, will forever remain intact.

For a serious tradeoff study analyst who is focused on finishing the broad
structure of the tradeoff study, this aspect of the law of small numbers could
result in the mistake of overestimating the significance of small sample sizes
that go toward establishing the input values of some criteria, especially if
these input values turn out to have the highest sensitivity.

Strength and Weight

In cognitive psychology, “strength and weight” refers to the magnitude of a
measure and the measure of its confidence (e.g., sample size, reliability, un-
certainty, or variance). Traditional tradeoff studies do not incorporate mea-
sures of confidence in the data. Because tradeoff studies usually focus on the
strength of the evidence (criteria values or weights of importance, e.g.) they
usually lack a critical component of psychological thought, namely, that of a
measure of confidence of each value.

Statistical theory and the calculus of chance prescribe rules for com-
bining strength and weight. For example, probability theory specifies
how sample proportion and sample size combine to determine poste-
rior probability. . . . [Usually] people focus on the strength of the evi-
dence . . . and then make some adjustment in response to its weight.
[24]

This usual focus on strength or magnitude in tradeoff studies could thus be
beneficial, if the analyst prefers to streamline her decision-making thoughts, or
detrimental, if the analyst would prefer to have a strong association between
strength and weight in the tradeoff study.



242 Eric D. Smith et al.

Elimination by Aspects; Killer Trades

In tradeoff studies, it is acceptable to narrow down the number of alterna-
tives with a preliminary round of killer trades. Alternatives are eliminated by
choosing an important aspect, or criterion, and eliminating all the alternatives
that do not satisfy the criterion, or aspect. The focused-on criterion or aspect
should obviously be very important.

This strategy does not consider the effect of criteria that are present in
all alternatives, and could mistakenly eliminate a superior alternative by fo-
cusing on unimportant criteria; however, the attractiveness of this strategy
lies in that it may be easily employed to eliminate a large number of alter-
natives, and can quickly reduce the complexity of a computational ranking
decision. Humans usually shy away from computation, because their innate
computational facilities are quite limited [41].

Tversky [45] stated,

People are reluctant to accept the principle that (even very important)
decisions should depend on computations based on subjective esti-
mates of likelihoods or values in which the decision maker himself has
only limited confidence. When faced with an important decision, peo-
ple appear to search for an analysis of the situation and a compelling
principle of choice that will resolve the decision problem by offering a
clear-cut choice without relying on estimation of relative weights, or
on numerical computations. From a normative standpoint, the major
flaw in the principle of elimination by aspects lies in its failure to en-
sure that the alternatives retained are, in fact, superior to those that
are eliminated. In general, therefore, the strategy of elimination by
aspects cannot be defended as a rational procedure of choice. On the
other hand, there may be many contexts in which it provides a good
approximation to much more complicated compensatory models and
could thus serve as a useful simplification procedure.

Cognitive Dissonance

People do not like sustained cognitive dissonance, the holding of competing
alternatives within their minds. They like to make a decision and “forget about
it.” During man’s evolutionary trajectory, at least until his settling down to
an agricultural life approximately 10,000 years ago, man was not in a position
to practice computational decision making. For a strong (over)emphasis on
the evolutionary adaptive value of simple heuristics, see Gigerenzer et al. [22].

Experimenter’s Regress

It is possible for a feedback loop to form detrimentally between theory and
evidence. In science, theories are confirmed by evidence, but evidence is also
judged according to theories. If cognitive biases or errors affect input data in
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tradeoff studies, an alternative can improperly gain or lose perceived strength,
leading to an erroneous conclusion—either in the tradeoff study itself or later
in studies based on a previous one.

Theories of Randomness

Early in the history of the judgment and decision-making field, theories held
that subjective values were determined by rules involving randomness [44].
Luce [30] held that a random element was involved in decision rules. Ob-
viously, some randomness will always be present in decision studies, either
because some randomness will be present in input data, or because the work-
ings of the human brain involve some random components. In the presence of
randomness in data, some people will say, “What is the use of doing detailed
calculations on inexact data? I would rather just make a decision with which
I feel comfortable.”

The Case for Nonobjectivity

Philosophy has noted a number of reasons why people cannot reason objec-
tively with probabilities.

1. An existence of n probabilities can immediately lead to a necessary con-
sideration of 2n conditional probabilities. For n = 300, there are 2300

conditional probabilities, which is a number larger than the Eddington
number, 2258, the estimated number of particles in the known universe.

2. Probability is an idealization from frequencies. “Probabilities” are often
derived from limited samples, from populations whose extent is often un-
known.

3. Philosophically speaking, there are no ultimate definitions for anything,
only rules for how we reason about things. It is easy to be caught up in
the “objective” and exact consideration of “probabilities,” but there is in
fact no permanent and fixed definition of such.

From a large enough perspective, reasoning is not deductive, but only
practically useful and always defensible, that is, subject to annulment when
the limits of its logic are found. With a built-in feeling of the infinite, humans
often convince themselves that reasoning is of limited value.

Obviating Expert Opinion

Often, lay people or the lesser trained can converse with an expert—say a
decision expert—and conclude that the expert is no better at making decisions
than they are. Specific and preponderant evidence of the expert’s skill is often
needed. Why is this?

1. Although in some cases an expert may come to a very quick, almost in-
stantaneous, assessment of a situation in the “blink” of an eye [23], usually
a period of preliminary perception and assessment is necessary, as in the
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case of chess players evaluating a chess game position they have never
seen before [11]. During this stage, a chess expert may be quieter than a
player who truly does not know the game, as a decision analyst may only
be laying the groundwork for a decision.

2. In tasks only slightly unassociated with the tasks in which a person is
an expert, an expert may fare no better than the average person may.
For example, when simply counting the total number of chess pieces on a
chess board, irrespective of type or position, experts fared no better than
other subjects; however, in detecting critical patterns, experts performed
much better [37].

3. All humans store about seven units or “chunks” of information at a
time [31], in short-term memory, irrespective of skill level. However, the
chess master’s chunks are larger and richer in information than amateurs’
chunks [5]. A novice cannot see the forest for the trees. In tasks other
than the field of study, an expert may seem no smarter than the average
person.

The above effects may combine and construe to convince an evaluator that
an expert has nothing to offer, and that any person with no training will make
a good decision.

Feeling Invincible

Many bad decisions can be attributed to the decision-maker’s sense of invin-
cibility. Teen-age boys are notorious for thinking, “I will not get caught; I
cannot get hurt; I will avoid car accidents.” Many other people think, “No-
body is going to steal my identity; I will be able to quit any time I want to; I
do not need sun screen, I will not get skin cancer; I do not have to back up my
hard drive, my computer will not crash.” The Spanish Armada was thought
to be invincible in 1588. The Japanese thought they were invincible at Pearl
Harbor in 1941. The German military thought it was invincible as it stormed
across Europe at the beginning of World War II. And of course, in 1912, the
White Star line said that the Titanic was “unsinkable.” The invincibility bias
will affect the risk analysis and therefore the problem statement of a tradeoff
study.

Summary

People rarely do formal tradeoff studies, because the factors listed in this
section come together to hinder the implementation of tradeoff studies in
settings other than when a sponsor directly orders a tradeoff study to be
conducted, makes her ongoing interest in getting the study done clear, and
provides significant funding and time for the effort.
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5 Discussion

Humans usually consider alternatives in series [50], and are often moved to
choose hastily one alternative after having their attention drawn, or fixated,
to only one or a few criteria. Also, humans tend to form conclusions based
on their favorite theories, not from a complete set of alternatives and then
a shrinking set of hypotheses brought about by conclusions based on experi-
mentation, empirical data, and data analysis.

In order to make good rational choices among alternatives the decision
maker should be an expert in the relevant subject matter, and also be aware
of cognitive biases and fallacies. Limited awareness can precipitate poor judg-
ment. Decision makers should also have a complete understanding of the math-
ematical methods that allow the parallelization of human decision processes
through tradeoff studies, and be able to apply them without error.

Despite the difficulties, the needed rationality and rigor to make good
decisions is available. Employing a team approach, with the long-term horizon
necessary to conduct iterations and public reviews, brings sobriety to the
decision process.

Decision aids such as tradeoff studies bring rationality to decision making.
Brown [4] notes that good decision-making aids (1) emulate or replicate the
performance of some more competent decider, (2) replace the decider’s current
thinking and analyze decisions from scratch, and (3) enhance or improve on
the decider’s logical thinking.

On the level of an individual tradeoff study analyst, the actual mechanics
of using knowledge of cognitive biases for improving a tradeoff study would
involve the analyst stopping periodically and recognizing biases in his own cog-
nitive processes. Such cognitive self-examination would have to be continually
motivated, either by the analyst or by a supervisor. A formal mathematical or
statistical examination process for cognitive biases, perhaps on a departmental
level, has not been documented, and would probably be expensive.

Complex impersonal decisions involving alternatives should not be at-
tempted holistically—at the least, nonexperts should wholly avoid making
important decisions with a holistic, mental, feeling-based approach. In order
to establish rationality, the components of the decision must be made clear.
This is possible by focusing on each element individually. The higher-level
decision then becomes a calculation based on a broad base of rationally con-
sidered components.

Consider the difference between an optimization search and a tradeoff
study. As an example, let us consider the updated Pinewood tradeoff study,
which has 201 parameters. Assuming that each parameter has only two set-
tings, the number of possible combinations is 2201, which is close to Edding-
ton’s number of particles in the known universe, 2258 [13]. From a combi-
natorial optimization standpoint, the Pinewood problem is an incalculable,
time-impossible problem. Yet, after rationality is brought to bear on each
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component individually, a preference order of alternatives can be calculated
in a fraction of a second with a common computer and spreadsheet.

Returning to the issue of complex decisions made in an instant [23], it
should be noted that experts capable of making such judgments have probably
spent long periods of time in training, during which they have individually,
sequentially and rationally examined the components of the decision. Any pre-
conscious parallelization occurring in such an expert’s brain is reproduced in
the parallel structure of a tradeoff study, which is ultimately based on hard
data analysis.

6 Conclusions

Humans usually consider alternatives in series, and are often moved to hastily
choose one alternative after having their attention drawn, or fixated, to only
one or a few criteria. Prospect theory describes an information-editing stage
followed by the application of subjective probability and value functions. In
order to choose rationally among alternatives the decision-maker’s awareness
of cognitive biases and fallacies must increase. Limited awareness and irra-
tionality can limit the decision-maker’s trust in the tradeoff study. The trade-
off study should be based on a broad base of rationally considered compo-
nents, calculation methods, and assumptions. Decision makers should have a
complete understanding of the mathematical methods that allow the paral-
lelization of human decision processes through tradeoff studies. Despite the
difficulties, tradeoff studies provide a reliable method of rational decision mak-
ing.
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